ADUGS-VINS: Generalized Visual-Inertial Odometry for Robust
Navigation in Highly Dynamic and Complex Environments

Rui Zhou', Jingbin Liu®*, Junbin Xie!, Jianyu Zhang', Yingze Hu' and Jiele Zhao'

'Electronic Information School, Wuhan University
2State Key Laboratory of Information Engineering in Surveying, Mapping and Remote Sensing, Wuhan University

Project Page: https://adugs-vins.github.io/

Enhanced SORT
Algorithm

Original image prompt-guided

mask decoder

Bounding Boxes
Coordinates

IMU Pre-integration
AN

Remove feature points Feature Points
within the mask Compensation

( \
I Prompt ' .- —..— - —‘0*
I Encoder | ~ S
ViT-based Rt
' ' —
Image Encoder i I I/
| Mask | Erosion and L o
I Decoder 1 Dilation Optimization-based VIO
e 7
Output mask
6-DoF pose
of

Fig. 1: Overview of ADUGS-VINS. Our method effectively segments various moving objects even under conditions of
partial occlusion, demonstrating the efficacy of ADUGS-VINS in segmentation within complex environments.

Abstract— Visual-inertial odometry (VIO) is widely used in
various fields, such as robots, drones, and autonomous vehicles.
However, real-world scenes often feature dynamic objects,
compromising the accuracy of VIO. The diversity and partial
occlusion of these objects present a tough challenge for existing
dynamic VIO methods. To tackle this challenge, we introduce
ADUGS-VINS, which integrates an enhanced SORT algorithm
along with a promptable foundation model into VIO, thereby
improving pose estimation accuracy in environments with
diverse dynamic objects and frequent occlusions. We evaluated
our proposed method using multiple public datasets represent-
ing various scenes, as well as in a real-world scenario involving
diverse dynamic objects. The experimental results demonstrate
that our proposed method performs impressively in multiple
scenarios, outperforming other state-of-the-art methods. This
highlights its remarkable generalization and adaptability in
diverse dynamic environments, showcasing its potential to
handle various dynamic objects in practical applications.

I. INTRODUCTION

Accurate motion estimation in unfamiliar scenarios is
crucial for various vision and robotics applications, in-
cluding augmented reality (AR), unmanned aerial vehicles
(UAVs) and autonomous driving. Techniques like visual-
inertial SLAM (VI-SLAM) and visual-inertial odometry
(VIO) are broadly employed in this domain, serving as
fundamental methods for numerous robotic applications that
demand accurate positioning or navigation in environments
where GNSS (Global Navigation Satellite System) signals
are obstructed. Most current visual SLAM and VIO meth-
ods typically presume that observed objects remain static

and time-invariant. However, as a robot navigates in urban
environments, moving objects like pedestrians and vehicle
can adversely affect the precision of VIO system localization,
causing a mismatch between anticipated and actual trajectory.
Accordingly, solutions designed to reduce the influence of
dynamic objects on estimation results is critical. To mitigate
the impact of moving objects, researchers have incorpo-
rated semantic information to improve the performance of
VIO systems in dynamic settings [1]-[3]. However, earlier
studies into dynamic VIO solutions employing conventional
models like SegNet [4] and Mask R-CNN [5] encountered
limitations. These restrictions arose from their restricted
generalization in segmenting varied moving objects and their
inadequate performance in handling object segmentation in
cases of partial occlusion. Consequently, existing methods
become unreliable and imprecise in such dynamic envi-
ronments, particularly under partial occlusion conditions,
limiting their practical usability.

This work introduces ADUGS-VINS (Advanced General-
ized Universal Dynamic Segmentation Visual-Inertial Odom-
etry), a universally applicable VIO method designed for
dynamic environments involving diverse moving objects, in-
corporating an innovative multi-category segmentation tech-
nique. Our approach leverages the powerful zero-shot gener-
alization capability of the Segment Anything Model (SAM)
[6] for multi-category segmentation tasks. Furthermore, we
have developed an enhanced SORT algorithm based on
Simple Online and Real-Time Tracking [7] to improve the
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robustness of the target tracking model in complex urban
environments, especially in cases of partial obstructions.
Leveraging these two techniques, ADUGS-VINS can iden-
tify a range of moving objects in intricate, ever-changing
settings, even amidst frequent partial blockages.

To verify the effectiveness and generalization of ADUGS-
VINS in intricate dynamic settings, we conducted com-
prehensive experiments using various datasets with com-
pletely different scenarios and dynamic objects. We evalu-
ate ADUGS-VINS against other state-of-the-art VIO meth-
ods [2], [3], [8]-[10], and the results show our approach
excels across various scenarios, outperforming these state-of-
the-art VIO methods.This underscores its exceptional gener-
alization and adaptability in complex dynamic environments,
highlighting its potential for managing dynamic objects in
real-world applications.Ablation experiments are conducted
to demonstrate the effectiveness of the proposed method.
Regarding the enhanced SORT algorithm, accuracy in the
VIODE dataset can be improved by up to 83.28%. In addition
to testing on public VIO datasets, we also ran experiments
on actual devices in challenging real-world dynamic sce-
narios, proving that our approach can effectively mitigate
the impact of complex dynamic environments. The dataset
collected in real-world environments is publicly available at
ADUGS-VINS Dataset, providing a resource for the research
community to dynamic VIO and related fields. Our main
contributions are summarized as follows:

e We introduce an innovative VIO solution, ADUGS-
VINS, designed for challenging dynamic conditions that
exhibit exceptional adaptability and generalization in
various environments.

o We employ an enhanced SORT algorithm alongside a
promptable foundational model to accurately track and
segment a variety of moving objects, thereby effectively
reducing performance decreases in VIO within dynamic
settings.

o Extensive experiments conducted on diverse public
datasets and real-world scenarios demonstrate that
ADUGS-VINS performs exceptionally well in varied
environments, surpassing state-of-the-art methods in
pose estimation accuracy.

o A large-scale visual-inertial dataset is presented, which
differs from existing datasets by containing various
dynamic characters throughout the sequences.

II. RELATED WORKS
A. Visual-Inertial Odometry

Recently, Visual Inertial Odometry (VIO) have become a
research focus in the fields of robotics applications. Based
on the method of the fusion of visual and inertial mea-
surements, classic VIO systems are generally classified into
filter-based and optimization-based categories. Filter-based
methods [11]-[15] typically utilize the extended Kalman
filter (EKF) for pose estimation. Optimization-centric ap-
proaches [8], [9], [9], [16]-[18] predominantly rely on the
extraction of features and visual-inertial bundle adjustment

to obtain precise pose estimation. Learning-based methods
in VIO [19]-[22], have also been explored in recent years,
yielding encouraging outcomes.

Integrating IMU motion data allows VIO systems to resist
interference from moving objects in the background to some
extent. Nevertheless, their performance in highly dynamic
scenarios is still restricted. Specifically, when dynamic re-
gions dominate the camera view, both the accuracy and reli-
ability of VIO are greatly reduced, resulting in discrepancies
between estimated and actual trajectories or even localization
failure.

B. Dynamic Objects Removal in Visual and VI Odometry

In recent years, the use of visual methods to track dynamic
objects has emerged as a prominent area of research. Fan et
al. [23] and Sun et al. [24] put forth a multi-view geometry-
based method that enhances RGB-D SLAM in dynamic
environments. Tan et al. [25] presented a novel prior-based
adaptive RANSAC algorithm (PARSAC) that effectively
eliminates outliers, ensuring reliable camera pose estimation
under dynamic conditions. Furthermore, some work is based
on the structure of the plane, such as that presented in RP-
VIO [26], which employs the simple geometry of planes to
enhance robustness and accuracy in dynamic environments.
RD-VIO [27] uses the IMU-PARSAC algorithm to robustly
handle dynamic scenes. Most methods utilize motion pri-
ors from the IMU, allowing VIO to tolerate environments
containing dynamic objects to some degree. However, when
dynamic objects occlude a significant portion of the view, the
issue cannot be solved solely by using the prior motion. [3]

In light of the advances of computer vision, researchers
have integrated semantic information into VIO solutions
aimed at addressing the constraints of approaches based
on motion prior. Approaches such as DS-SLAM [1], Dy-
naVINS [3], Mask-Fusion [28], Dynamic-VINS [2] and
Dyna-SLAM [29] have integrated semantic segmentation
methods, including SegNet [4] and Mask R-CNN [5], for
the purpose of eliminating the effects of dynamic areas in
the visual image.

Deep learning and pixel-level semantic segmentation yield
significant outcomes in this area; however, they are restricted
to the classes of segmented objects and conditions of partial
occlusion. The limited generalizability of traditional segmen-
tation models and their inadequacy in reducing the impact of
moving objects with partial occlusions greatly impede their
applicability in real-world scenarios. Although effective in
specific environments, these methods suffer from accuracy
and reliability under complex dynamic environmental condi-
tions. Therefore, creating a universal segmentation technique
to address these challenges for dynamic objects is essential
for VIO applications in real-world situations.

III. METHODOLOGY

This section details ADUGS-VINS method. We begin with
the improved SORT algorithm and segmentation approach in
section which is proficient in robust object segmenta-
tion across multiple categories in challenging environments.
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Subsequently, section describes the feature tracking and
compensation techniques in our VIO method.

A. Robust Tracking and Promptable semantic segmentation
of multi-category dynamic objects

We present the improved SORT algorithm designed for
stable tracking of potentially dynamic objects under partial
occlusion conditions. Once the enhanced SORT algorithm
is employed for tracking moving objects, the promptable
foundation segmentation model is then used to identify
moving components from static backgrounds at the pixel
level.

Assuming that their are two adjacent frames ¢ — 1 th and
1 th frame. Initially we utilize s YOLOv11 [30] to process
these frames in the video sequences, generating a bounding
box for every potential dynamic objects. In order to ascertain
which predicted box in the ¢ th frame corresponds to a
specific bounding box in the ¢ — 1 th frame, we introduce
the Hungarian algorithm to obtain the optimal estimate of
the correspondence between multiple bounding boxes of
objects in the images of the previous and subsequent frames.
Once the correspondence of the bounding boxes has been
established, the bounding box corresponding to any given
box in a previous frame can be identified. Consequently, the
Kalman filter [31] can be updated based on the previous
state. For each bounding box, the state of the bounding box
is defined as follows:

§:[x Yy w oh vy Uy Uy vh]T (1

In the state equation, the variables z and y represent the
target center position, w and h represent the length and width
of the bounding boxes, v, and v, represent the speed of
movement of the target center position, v,, and vy, represent
the time rate of change of the length and width of the
bounding boxes.

Measurement noise covariance matrices R are vital for
the Kalman filter to accurately estimate dynamic states.
Traditional methods for estimating these matrices are often
inadequate for optimal filtering. [32] We propose an adaptive
filtering method that dynamically estimates the measure-
ment noise covariance matrix, R, by analyzing residuals to
enhance the Kalman filter’s state estimation. This process
utilizes a sliding window to collect residuals, computed using
the function given below:

(Sk = [51 5y 511) 5h} =z, —H- §}’c\k*l 2

k
Where 6,0y, 0., d), represents the residuals vector, it quan-
tifies discrepancies between the actual measurements z;, and
the predictions from the Kalman filter. H represents the
measurement matrix, which maps the predicted state Xy, ;1
to the measurement space. We calulate the dppssp of the
residuals in the sliding window of N frames, which provides
a robust measure of the magnitude of the residuals, reflect-
ing the average error magnitude over the sliding window,
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Fig. 2: Changes of measurement noise covariance matrix
updating function w.r.t. parameter .
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This metric reflects the present variability in measurement
noise, providing a real-time view of deviations from antic-
ipated behavior. Once the RMSE values are acquired, the
measurement noise covariance matrix R is adaptively revised
by applying a transformation to d gpssg. The measurement
noise covariance matrix updating function is determined as

R = diag (8 - erf(A - Srarsk)) 4)

Where erf(x) is the error function, which defined as:

erf(z) = % /0 e at (5)

The parameters A and 3 play pivotal roles in shaping the
behavior of our function: A modulates the steepness of
the function’s transition, while S determines the output’s
magnitude. The error function generates a smooth S-shaped
curve that adeptly scales RMSE values, fostering stable
and reliable filter behavior. Such smoothness is crucial for
managing real-world data, particularly when dealing with
outliers or noise, as it reduces the risk of the filter over-
reacting to these anomalies. Additionally, the function is
designed to restrictively limit the impact of large residuals,
thereby protecting against abrupt and significant alterations
to R. Utilizing a sliding window and error function scaling,
this method adapts to measurement noise variations while
maintaining estimation stability. It allows the Kalman filter
to optimize performance by adjusting parameters based on
real-time accuracy and reliability, resulting in more precise
state estimations under varying conditions. Subsequently, the
predicted bounding boxes from adaptive Kalman filtering are
used to rectify deficiencies in the original target detection
model. This approach addresses multiple object tracking
instability effectively, significantly enhancing the robustness
and accuracy of dynamic object tracking in complex envi-
ronments.

After the adaptive Kalman filtering method, The coor-
dinates of these bounding boxes are then used to guide



promptable foundation model in segmenting objects within
the camera’s field of view. In order to enhance the real-
time performance of the method, we employ Mobile SAM
as a promptable foundation model, which is more time-
efficient and consumes fewer computational resources. Mo-
bile SAM will perform segmentation focusing on the object
that occupies the majority of the area delineated by these
coordinates. This method ensures precise segmentation of
moving objects tracked by the SORT algorithm, creating a
mask that differentiates dynamic from static regions.

Furthermore, to enhance the mask quality, we further
refine it through erosion and dilation processes. We opted
for a circular structure in processing the mask because it
effectively preserves the original shape and details while
minimizing the risk of distortion. The initial step involves
denoising the mask using an erosion algorithm, which can
effectively eliminates the small noise spots present in the
mask. Assuming that the original mask is M, ;gina , the
structure used for erosion is S.,.,qe and the eroded mask is
Merode :

Me'rode = Moriginal S Serode
= {$, y|(Serode)ry c Moriginal}

The mask is further dilated to guarantee that the mask’s
dynamic region fully encompasses the object, preventing the
extraction of feature points along the object’s edges during
feature extraction. Assuming the dilated mask Mg;;4:c and
the dilation structure is Syjjqte -To eliminate the impact of
mask reduction during erosion operations, one must ensure
Sdilate > Serode :

(6)

Mdilate = Merode S Sdilate
= {I, y|(Sd1llate)9cy N Merode 7& @}

Through erosion and dilation processing, noise can be
effectively eliminated, and the edges of dynamic regions
can be covered without distorting the original mask, in
preparation for feature point removal.

@)

B. Robust feature tracking and optimization for VIO in
dynamic scenes

The approach outlined in section[[IT-A]allows us to achieve
semantic segmentation for dynamic objects, enabling us to
filter out moving feature points based on segment masks.
ADUGS-VINS employs KLT sparse optical flow [33] to
track these feature points across frames. During this pro-
cess, any points within the segmented area are tagged as
dynamic and consequently discarded. New feature points are
detected using the ORB algorithm [34] in the unmasked
regions of the image. To ensure a robust distribution of
feature points and keep a sufficient count of static points for
precise pose estimation, we optimize feature point detection
through Adaptive Non-maximal Suppression (ANMS) [35],
which balances strength and spatial distribution of feature
points. Additionally, a compensation strategy is applied to

maintain an adequate number of feature points for precise
pose estimation before bundle adjustment.

Denote K as the set of ORB keypoints, with N,,,, as
the maximum number of feature points and D,,;, as the
minimum distance between them. Every feature point k; is
associated with a suppression radius p;, expressed as:

pi = min{||p; — pj| [ rj > ri} ®)

where p; and p; are the positions of key points k; and k;,
respectively, and r; and r; are their corresponding response
values. Feature points are ranked by p; in descending order,
and the top N,,., keypoints with the greatest suppression
radius are selected. Subsequently, utilize D,,;, to filter
feature points, ensuring that the spacing between two is not
less than D,,;,,. This method guarantees a consistent spatial
distribution of high-quality features throughout the image.

Additionally, a compensation strategy is applied to main-
tain sufficient feature points for accurate pose estimation. The
points tracked in the previous frame and the newly detected
feature points in the m th frame are regarded as the set /C,,,.
The n th feature point is denoted as point k', . The set of
feature points detected in the ¢ —1 th frame can be expressed
as:

Ki-1= {kil—lvk?—lﬁ”'k?:llv ln—l} ©)

For optical flow matching between frame ¢ — 1 and frame

i, the points in &C;_; that align in frame ¢ are denoted as

Jt, g2, ..., j¢. Given the altered positions of objects between

the frames, we traverse the points j!, j2, ..., j$ to determine

whether they fall within the mask’s dynamic region; if they
do, the points are excluded.

Assume that r points are excluded in this process, leaving

s — r points denoted as j},jf,~~j,f_r_1,jf_r , 4 new
round of static feature point extraction should be performed
in the ¢ th frame. In this iteration of the feature point
extraction process, the maximum number of points to be
extracted is set t0 Ny,qp — s + 7 for compensation . This
guarantees that ADUGS-VINS has an adequate number of
reliable static feature points for pose calculation, ensuring
that the system can continue to operate stably even when
the area of dynamic regions in the image is extensive.
This enhances the robustness of ADUGS-VINS in complex
dynamic environments. Suppose that r points are omitted
during this procedure, resulting in s — r points represented
as jl,j2, -+, 457771 457" In the newly ith frame, a fresh
iteration of static feature point extraction is executed. During
this iteration, the maximum number of extractable points
is determined as Ny, — § + 7 to ensure compensation.
This approach guarantees that ADUGS-VINS retains an
adequate number of reliable static feature points for precise
pose estimation, thus enabling the system to maintain stable
operation even when a significant portion of the image is in
motion.



VIODE

\
Method |
\

City day | City night | Parking lot
none low mid high | none low mid high | none low mid high
ORB-SLAM3 [8] 2.179 5.301 2.204 * 0.176 * * * 0.287 2.897 6.742 7.482
VINS-Fusion [9] 0.203 0.148 0.261 0.321 0.319 0.368 0.433 0.490 0.120 0.113 0.161 1.201
VINS-Mono [17] 0.186 0.237 0.263 3.169 0.314 0.436 0.727 0.575 0.102 0.109 2.915 4.933
RP-VIO [26] 0.382 0.229 0.435 0.536 0.263 0.509 0.652 0.577 0.981 1.334 0.375 0.713
Dyna-VINS [3] 0.349 0.330 0.258 0.245 0.687 0.207 0.251 0.311 0.046 0.106 0.118 0.107
ADUGS-VINS (Ours) | 0.107 0.156 0.138 0.244 0.125 0.246 0.222 0.217 0.099 0.160 0.204 0.094

e *: Failure case.

TABLE I: Comparison
column in and

(a) Parking lot (b) City day

Fig. 3: Feature points distribution of ADUGS-VINS in
VIODE dataset.The truck in fig. [3a] exhibits a partial occlu-
sion relationship. A significant portion of the car in fig. [3b]
is outside the field of camera view.

IV. EXPERIMENTAL RESULT

We conducted comparative experiments using public VIO
datasets to assess the improvements of ADUGS-VINS in
dynamic settings, comparing its performance against the
state-of-the-art method in the field.

A. Dataset

The VIODE [36] and OpenLORIS-Scene [37] datasets
were selected for the evaluation of VIO solutions. VIODE
[36] is a synthetic dataset captured from an aerial drone,
containing sequences from three environments. It is impor-
tant to note that the subsequence nomenclature, ranging from
’none’ to “high,” denotes the dynamic level of the scene. The
OpenLORIS-Scene dataset [37] includes a mix of visual, in-
ertial, and odometric data from typical environments such as
offices, homes, and commercial settings. It encompasses real-
world challenges like changing lighting and moving individ-
uals, closely resembling the everyday dynamic conditions.
While VIODE centers on outdoor scenes with dynamic traffic
scenarios, OpenLORIS encompasses various indoor scenes.
These datasets were selected to evaluate the versatility of
the VIO solution in different environmental conditions with
varying dynamic objects.

B. Evaluation on VIODE Dataset

1) ATE Comparison on VIODE Dataset: e

In our study, we conducted an evaluation of existing
Visual-Inertial Odometry (VIO) algorithms using the VIODE
dataset. The outcomes of these evaluations are detailed in
table[l] Previous methods have proven effective in accurately
estimating poses within static environments or in situations
where there are only a few dynamic objects. However, as

with State-of-the-art Methods (RMSE of ATE in [M]). We highlight the top two results of each
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Fig. 4: The heatmap illustrates RMSE ATE in relation to the
maximum feature points N,,,, and minimum feature point
distance D,,;, for the "high” sequence within the parking lot
environment of the VIODE dataset. The color bar represents
the range of ATE values.

the prevalence of dynamic objects increases, particularly
when they dominate the camera’s field of view, the per-
formance of these algorithms tends to decline markedly,
resulting in notable deviations in trajectory calculations. In
comparison to other methodologies, our proposed approach
exhibits superior performance, especially in terms of RMSE
of the absolute trajectory error (ATE) within the “high”
sequence category of VIODE. Moreover, the experiment
shows that ADUGS-VINS can efficiently manage not only
partial occlusions, as illustrated in fig. [3a] but also situations
where most dynamic objects are out of the field of view, as
presented in fig. B

2) Ablation Study of the Segmentation Workflow: To
illustrate the impact of the segmentation process within
ASDUGS-VINS on reducing the effects of dynamic objects,
we carried out ablation studies using different combinations
of maximum feature points N,,,, and minimum feature
point separation d,,;, in VIO to model varying feature
point densities. fig. [6] depict the outcomes. Our method
demonstrates superior accuracy across various N, and
dmin configurations. The baseline’s accuracy is severely im-
pacted by N4 and d,,p, lacking robustness and stability.
Conversely, ADUGS-VINS demonstrates low RMSE ATE
across the entire heatmap, indicating not only exceptional
precision in dynamic pose estimation but also remarkable
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Fig. 5: A comparison of the trajectories of various VIO system on the "high” sequence of the VIODE dataset is presented.
The ground truth is highlighted with a dashed yellow line. It can be observed that the trajectory obtained by ADUGS-VINS
is the most accurate, with a high degree of overlap with the ground truth, reflecting the precision of the algorithm.

[ ADUGS-VINS w/ SORT
[ ADUGS-VINS w/o SORT

Lo

Parking lot

—
1

ATE[m]

-

City day

o

City night

Fig. 6: Results of the ablation experiment for the enhanced
SORT algorithm in ADUGS-VINS. This figure illustrates the
ATE distribution for ADUGS-VINS in two configurations:
including SORT (red) and excluding SORT (blue).

robustness and stability.

3) Ablation Experiment for the Enhanced SORT algo-
rithm: To futher assess the effectiveness of the improved
SORT algorithm within ADUGS-VINS, we performed an
ablation experiment to examine its impact on ADUGS-VINS
precision in dynamic environments. As demonstrated in
fig.[6] the experimental data substantiates that the implemen-
tation of the SORT algorithm in the inertial visual odometry
system notably enhances the positioning accuracy. In the
parking lot scenario, the algorithm reduced the RMSE ATE
by 21.38%. More substantial improvements were observed
in urban settings, with an 83.28% reduction during daytime
and a 63.99% reduction at night. These results indicate that
our enhanced SORT algorithm significantly boosts ADUGS-
VINS performance in challenging environments with a more
effective state estimation approach. Particularly in scenarios
with substantial alterations in illumination or occlusion rela-
tionships that result in inadequate visual data, the algorithm
can effectively bolster the stability and precision of target
tracking, minimize the deviations of inertial visual odometry,
and reinforce the robustness and accuracy of the ADUGS-
VINS system.

C. Evaluation on OpenLORIS Dataset

To assess the generalizability of our approach, we con-
ducted experiments using OpenLORIS dataset [37], which

primarily features large-scale indoor scenes. Despite using
RMSE ATE, the Correct Rate (CR) [37] is used as a metric
to assess the robustness over the whole data period. The
results of the experiment are depicted in fig.[7} Our approach
drastically outperforms existing VIO techniques in market
environments, superior in both RMSE ATE and CR. The
market scenario (figs. [8a and [8b) in OpenLORIS features the
highest variety and quantity of dynamic objects, recorded in a
supermarket full of people and shopping carts. Consequently,
ADUGS-VINS is demonstrated to be effective in challenging
dynamic environments. In corridor scenes within the dataset,
many methods struggle due to featureless walls and low-
light conditions, which result in loss of tracking. However,
due to the robust feature tracking and optimization detailed
in section [[II-B] ADUGS-VINS exceeds other methods in
terms of both accuracy and robustness, demonstrating its
universality and adaptability in challenging environments. In
other sequences, which contain fewer static objects and less
challenging environments, ADUGS-VINS attains a compet-
itive performance compared to state-of-the-art methods.

D. Experiment in real-world scenarios

In addition to validating our approach on public datasets,
we also performed experiments in real-world settings. A
RealSense D435i camera captures visual and inertial data for
monocular visual-inertial SLAM. We collected an extensive
outdoor dataset featuring a variety of moving objects, in-
cluding pedestrians, cars, buses, motorcycles, and tricycles.
fig. O] presents the alignment of the estimated trajectories
with satellite images from Microsoft. In these complex
environments, ADUGS-VINS demonstrated robust and stable
pose estimation with minimal drift compared to the baseline
method.

V. DI1SCUSSION AND CONCLUSION

This study presents ADUGS-VINS, an innovative VIO
method that provides excellent accuracy in diverse and
challenging dynamic environments. ADUGS-VINS employs
a promptable foundation model to boost the generalization
of dynamic object segmentation and uses an advanced SORT
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Fig. 7: Experiment results with the OpenLORIS-Scene datasets. For every algorithm, the dots represent successful initiation
instances, and the lines show the span of successful tracking. The percentage in the top left corner of each scene indicates
the average correct rate; a higher correct rate suggests greater algorithm robustness. The float value on the first line below
depicts the average ATE RMSE, with lower values indicating higher accuracy. Some experimental results from prior methods

are referenced from [37]

(@

Fig. 8: The ADUGS-VINS performance across various
OpenLORIS scenes.

algorithm to improve the tracking of moving targets even
under tough conditions with partial occlusion. Extensive
experiments show that ADUGS-VINS effectively manages
diverse dynamic objects, significantly enhancing accuracy in
complex dynamic environments. Compared to state-of-the-
art VIO methods, our approach improves trajectory accuracy,
adapts to unseen scenarios, and offers a robust and efficient
solution for advancing robotic systems. In the futher, we
intend to further develop this method to improve the real-
time performance of ADUGS-VINS for practical real-world
applications.
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